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ATM is packet switching in the “Virtual Call” service mode and offers high-speed virtual circuits.
Although connection-oriented no error-recovery or flow control is performed in the network
itself. It is like in frame relay or IP up to the end-system to take appropriate actions in case
reliable transport is necessary.

We call it cell switching because of constant frame length. The reason for cells will be explained
soon. ATM is based on statistical multiplexing hence transport of frames will experience a
variable delay.

A service provider can offer WAN (Wide Area Network) service (PVC and SVC) although ATM
originally was planned to be B-(Broadband)-ISDN. Hence it should be the universal interface
for all types of traffic (voice, video, data) and all types of networks (LAN (Local Area Network),
MAN (Metropolitan area network) and WAN. In LAN and MAN environment ATM disappeared
because of the success of the Ethernet family, allowing nowadays speed up to 10 Gbit/s
reaching distances up to hundreds of kilometers. We will learn about that later in the Ethernet
chapter.
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Cell Size 53 byte: 5 byte header and 48 byte payload.

VPI - Virtual Path Identifier / VCI - Virtual Channel Identifier -> local connection identfier.

VPI/VCI identifies the virtual connection, similar function as the X.25 logical channel identifier or
the Frame Relay DLCI.

The Virtual Path Identifier (VPI) is four bits longer inside the network (on NNIs) in order to
support better traffic aggregation (Virtual Path Switching).

Reserved values used fo signaling, operation and maintenance, resource management

The Generic Flow Control (GFC) field is only used on the UNI but not transported into the
network. The GFC is not used today as there are better methods available (special flow-control
cells).
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In contrast to X.25 and Frame Relay the operation within the ATM cloud can be standard-
based. In X.25 and Frame Relay the operation within the corresponding cloud is vendor
specific.

Typically, end device or a router is an ATM DTE the ATM switch is DCE.

The ATM cell header can be in two formats, UNI and NNI

UNI – User Network Interface, for public and private ATM network access

NNI – Network Network Interface, defines communication between ATM switches.
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Virtual Circuits in ATM could be Switched (SVC) or Permanent (PVC).

There are two types of connections: Virtual Channel (VC) and Virtual Path (VP). These two
types were defined for better management. A transmission path (physical connection) consists
of a bundle of VPs. A VP consists of a bundle of VCs. Virtual Path Identifier (VPI) is the number
of VP in bundle. Virtual Channel Identifier (VCI) is the number of VC bundle. ATM switch uses
VPI/VCI values for forwarding of ATM cells.
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NNI-ISSI (Public NNI)

ISSI = Inter Switch System Interface

Used to connect two switches of one public service provider.

NNI-ICI (B - ICI)

ICI - Inter Carrier Interface

Used to connect two ATM networks of two different service providers.

Private NNI

Used to connect two switches of different vendors in private ATM networks.
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The MPLS technology supports different types of so called MPLS Applications like the one
shown in the graphic above.

MPLS Transport is the base MPLS Application which needs to be configured if you want to
use other MPLS Applications like MPLS VPN, MPLS TE etc. MPLS Transport can be used
to replace pure layer 3 IP forwarding with Label switching.

MPLS VPN can be used to built closed user groups on top of the MPLS Transport system.

MPLS Multicast is needed if Multicast transport through an MPLS cloud is desired.

MPLS Atom allows you to tunnel Ethernet, Frame-relay and ATM traffic through an MPLS
domain.

MPLS TE can be used to overcome load-balancing limitations of IP routing protocols by the
use of traffic engineering tunnels.

MPLS QoS is used if you want to support different traffic classes inside your MPLS network.

Several reasons lead to a label stack. For example, with MPLS VPNs, the top label identifies
the egress router while a second label identifes the VPN itself. Thus the egress router can (as
soon as the packet arrived) pop the outermost label and forward the packet to the right interface
according to the inner label. Another example is MPLS Traffic Engineering (TE), where the
outer label points to the TE tunnel endpoint and the inner label to the final destination itself.
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The MPLS Header is made up of four bytes and is located between the layer two header and
the layer three header. The existence of an MPLS header is indicated by the layer two type field
entry 0x8848.

The MPLS header is made up of a:

20 bit label field used for forwarding,

3 Experimental bits typically used to carry IP Precedence settings,

1 bit bottom of stack (0 indicates last label in the stack, 1 indicates there are some more
labels on top of the bottom label)

TTL field in which by default the IP TTL value is copied to when a Label is inserted.

If MPLS is used on top of ATM, the VPI/VCI field of the standard ATM cell header is used to
carry the label information. There is no additional MPLS header involved because this would
require hardware changes if you want to migrate existing ATM devices to support MPLS.

Note: The labels 0 to 15 are reserved. Therefore the lowest usable label number is 16 and the
highest possible label is 1,048,575 (which is actually 2^20-1). Only four out of the 16 reserved
labels had been defined (RFC 3032), which are: 0 "IPv4 Explicit Null Label", 1 "Router Alert
Label", 2 "IPv6 Explicit Null Label", 3 "Implicit Null Label".

Several reasons lead to a label stack. For example, with MPLS VPNs, the top label identifies
the egress router while a second label identifies the VPN itself. Thus the egress router can (as
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according to the inner label. Another example is MPLS Traffic Engineering (TE), where the outer
label points to the TE tunnel endpoint and the inner label to the final destination itself.
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The diagram above illustrates how different MPLS applications use a different control plane. It is
in fact the control plane which determines the FECs—in other words, what label-based
forwarding is good for.

But all applications use the same (primitive) data plane.

Note that there are different types of MPLS-based Multicast. MPLS Multicast is discussed in
another chapter, soon...
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MPLS is basically a software solution. With Cisco IOS version 12.0, routers are able to perform
CEF switching (explained soon in detail), which is the basis for MPLS. That is, nearly any Cisco
router (except the smallest home office devices) are able to do MPLS.

MPLS routers are also called "Label Switch Routers" (LSRs) and must be able to perform the
following basic operations: Insert (or "impose") a label (this is essential for edge routers),
remove (or "pop") a label (this is essential for last hop routers), and swap labels (this is always
done during packet forwarding).

Several reasons lead to a label stack. For example, with MPLS VPNs, the top label identifies
the egress router while a second label identifies the VPN itself. Thus the egress router can (as
soon as the packet arrived) pop the outermost label and forward the packet to the right interface
according to the inner label. Another example is MPLS Traffic Engineering (TE), where the
outer label points to the TE tunnel endpoint and the inner label to the final destination itself.
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This slide summarized the three important databases which had been introduced with MPLS.

MPLS needs different types of tables which are interacting to provide MPLS forwarding
functionality.

The IP routing table is a common routing table which is built by the IGP in use.

The FIB table is processed from the information held in the routing table plus all necessary
layer 2 information and label Information needed for packet forwarding. All incoming IP
packets are forwarded related to the information kept in the FIB table.

The LIB table holds all the corresponding Label – IP Destination relationships. The LIB is
built using either LDP or TDP updates. Both protocols distribute Label to IP prefix bindings.
The LIB can be seen like a Label Topology database.

The LFIB only holds the best Labels out of the LIB and is actually used to forward MPLS
packets. Whats the best label in the LIB is determined by the Next Hop information supplied
by the local IGP.
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Many route changes occur in the Internet backbone, causing cache entries to be invalidated
frequently. Therefore, a significant percentage of Internet traffic is process switched. First tests
with IOS "ISP Geek images" under extreme conditions. Now CEF is the default switching mode
in Cisco IOS Release 12.0 and the only switching mode on Cisco 12000 routers and Catalyst
8500.

Cisco IOS 12.0 knows several switching methods: Process Switching, Fast Switching,
Autonomous Switching, Silicon Switching Engine (SSE) Switching, Optimum Switching,
Distributed Fast Switching, CEF, Distributed CED (dCEF).

Process Switching was the first switching method implemented in IOS. It is simple (brute-force),
slow, CPU demanding, non-optimized but at least platform independent.

Fast Switching: Cached subset of the routing table and MAC address tables. During Process
Switching (which is still done for the first packet), the information learned is stored in a fast
cache. This information contains route (next hop), interface and MAC header combinations. In
order to avoid collisions in the fast cache, beginning with IOS 12.0, radix trees instead of hash
tables are used.

Compared to process switching and fast switching technologies, CEF supports packet
manipulation on the fly. This means the FIB table lookup also provides some additional
information (e.g. precedence settings, Label information etc.) which are implemented in the
outgoing data packet.
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The CEF (FIB) table holds all the necessary information needed to rewrite the layer 2 and 3
header of an forwarded data packet. Changes in the routing table has to be reflected in the CEF
table immediately.

mtrie: tree of pointers; data is stored elsewhere.

Display CEF table information using show ip cef summary.

Display Adjacency table information: show adjacency.

dCEF: Very high performance boost. Each interface holds its own CEF table and is able to
forward packets autonomously. Available on GSR, Cisco 7500 router

mtree: data is stored in the tree (optimum switching)
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The picture above shows classical IP hop-by-hop routing using signposts established by routing
protocols and stored in the corresponding routing table.
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The picture above shows how a label-switched path is established from left to the right. Both
routing updates as well as a label distribution protocol (LDP or TDP) distribute reachability
information for this destination network.

Mission Critical Communication Over IP Based Networks v2.2
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The picture above shows how packets can now be sent using a MPLS header. Label switching
is performed on each hop (LSR) inside the provider domain (R2, R3, R4, R5). The LFIB tables
are used to perform a fast lookup.

But R5 cannot find any outgoing label in its LFIB. After this unsuccessful lookup, R5 looks into
the FIB and determines the next hop. Note that this double lookup would be done for every
packet! Therefore it would be reasonable to remove the label even one hop earlier (the
penultimate hop, R4) in order to leave R5's LFIB empty.

Mission Critical Communication Over IP Based Networks v2.2
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In this scenario "Penultimate Hop Popping" (PHP) is illustrated. Now R5 does not allocate an
incoming label for this destination but rather announces to R4 to use an "implicit null" label. It is
also said, that R4 should perform the "POP" operation. The label number "3" had been reserved
to represent the "do POP" command.

Implicit Null Label and hence POP upstream sent out only for directly connected networks or
aggregates of advertising router

Mission Critical Communication Over IP Based Networks v2.2
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This slide summarized the main differences.

Note that routers performs a per-platform label allocation. That is, the LFIB does not contain
any incoming interface, so the label must be unqiue on the entire router for a given destination.
In other words, the same label can be used for a packet on any interface and will be forwarded
to the same destination—this is the positive version.

Which label distribution and retention behavior is used depends on the interface type in use.

Unsolicited label distribution means that labels are advertised automatically without being
asked...

Liberal label retention: All advertised labels are accepted, even from LSRs which are not next
hop to the destination.

Conservative label retention: Advertised labels are only accepted from LSRs which are next hop
LSRs for a given destination.
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The TDP protocol was developed by Cisco and is used to distribute Lable-Prefix bindings
between adjacent LSRs. Only in the case of MPLS TE TDP updates are also exchanged
between not adjacent LSRs through so called Tunnel interfaces.

The TDP protocol is using both UDP and TCP at the transport layer. The TDP server process is
addressed by the port number 711 and the updates are sent using the well known all routers
Multicast address 224.0.0.2.

UDP is used in combination with a Hello procedure to detect neighboring LSRs.

The TCP protocol is used to reliable transport label binding information.

TDP is incompatible with LDP so neighboring LSRs need to use the same Protocol to allow a
TDP/LDP session to come up.
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The LDP protocol is the standard protocol specified by the IETF. It works the same way like
TDP does but they are incompatible as you can see just by the port numbers in use.

Reference: draft-ietf-mpls-ldp-07.txt

Combination of frame-mode and cell-mode (or multiple cell-mode) links result in multiple LDP
sessions.

An LDP session is established by the router with the higher IP address.

Non-adjacent neighbors are discovered by unicast messages.
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IGP protocols typically provide strong mechanisms to avoid routing loops. Nevertheless, the
MPLS header carries a TTL field which provides additional protection against endless looping—
for example caused by misconfigured static routes.

TTL Propagation: This mechanism is enabled by default (at least on Cisco routers) and ensures
that the IP TTL value is also processed inside the MPLS domain. Actually, the IP TTL value is
copied into the MPLS header. Within the MPLS domain only the MPLS TTL value is
decremented.

Upon ingress, the IP TTL is copied to the MPLS header, upon egress the MPLS TTL is copied
back to the IP header.
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As the example above shows, only the ingress and the egress LSRs are seen by traceroute.

Note: If a traceroute would be started from any LSR (e. g. R1) every downstream router would
be visible in the traceroute output. This is because TTL propagation can only be disabled for
forwarded traffic. Traceroute from LSRs does not use the initial TTL value of 255.

Note: When TTL propagation should be disabled, it has to be disabled on all LSRs in the core!
Frequently, ISPs forget to disable TTL propagation on some core routers. This typically lead to
wrong traceroute results.
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Several reasons lead to a label stack. For example, with MPLS VPNs, the top label identifies
the egress router while a second label identifes the VPN itself. Thus the egress router can (as
soon as the packet arrived) pop the outermost label and forward the packet to the right interface
according to the inner label. Another example is MPLS Traffic Engineering (TE), where the
outer label points to the TE tunnel endpoint and the inner label to the final destination itself.
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Note: Sync is on by default (Cisco). "Update source loopback" makes IBGP updates using the
loopback address as source address of update messages.

Note: The loopback addresses are specified as neighbor addresses.

Note: Next-hop self is necessary for the PE-routers because BGP otherwise assumes R5 to be
the next hop AND there is no label to R5 if the IGP was not started on the external link.

Do not summarize PE loopback addresses as it would break the label-switching path. Therefore
it is a good practice to use host-route loopback addresses with subnet masks of 32 bits.
Equivalently do not use next-hop-self on confederation boundaries as it would also break the
label-switching path.
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!!!!!!!!! For IP Prefix learned by BGP no label is assigned. Instead the label of the BGP Next Hop
address is used. !!!!!!!

For IGP derived routes a FEC represents an IP destination network.

For BGP derived routes a FEC represents the BGP Next Hop attribute.

This means that all routes which are imported by an EBGP Peer into an autonomous system
are reachable via one and the same Label which points towards the EBGP Peers loopback
address in the case NEXT HOP SELF is used on the EBGP Peer.

Therefore P routers don t need to run BGP because they are able to forward packets for
external locations using the Label information derived from the EBGP Peers loopback address.

Advantages summary:

The BGP topology has been much simplified—only the AS edge routers need to run BGP
with full Internet routing.

Core routers do not require much memory. The Internet routing table (by 2002) comprises
about 100,000 routes which may require more than 50 MB of memory for the BGP table, IP
routing table, and CEF’s FIB table and distributed FIB tables).

Changes in the Internet do not impact core routers!

Private (RFC 1918) addresses can be used inside the core. Note that in this case the TTL
propagation must be disabled—otherwise a traceroute would show private addresses.
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